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Abstract—Robotic systems are increasingly a part of everyday
life. Characteristics of robotic systems such as interaction with
the physical world, and integration of hardware and software
components, differentiate robotic systems from conventional
software systems. Although numerous studies have investigated
the challenges of software testing in practice, no such study has
focused on testing of robotic systems. In this paper, we conduct
a qualitative study to better understand the testing practices
used by the robotics community, and identify the challenges
faced by practitioners when testing their systems. We identify
a total of 12 testing practices and 9 testing challenges from
our participants’ responses. We group these challenges into 3
major themes: Real-world complexities, Community and standards,
and Component integration. We believe that further research on
addressing challenges described with these three major themes
can result in higher adoption of robotics testing practices, more
testing automation, and higher-quality robotic systems.

Index Terms—robotics testing; testing challenges; qualitative
study;

I. INTRODUCTION

Robots are systems that sense, process, and physically
react to information from the real world.1 In addition to
being heavily used in manufacturing and industrial settings,
robotic systems are now appearing in many important and
safety-critical domains such as health care, education, and
transportation. Increased interaction between these systems
and the public raises the risk of catastrophic failure. For
example, a fatal incident occurred in March 2018 in Tempe,
Arizona when a self-driving car struck a pedestrian [1].

Because of the associated dangers and cost of failures
in robotic systems, it is crucial that developers test these
systems extensively before deployment. However, robotic sys-
tems differ from conventional software in several important
dimensions [2]–[7]: (1) Robots are comprised of (unreliable
and non-determinstic) hardware, software, and physical com-
ponents [2], [3], [7]. (2) Robots interact with the physical
world via inherently noisy sensors and actuators, and are sen-
sitive to timing differences [7]. (3) Robots operate within the
practically boundless state space of reality, making emergent
behaviors (i.e., corner cases) difficult to predict [2]. (4) For
robotic systems, the notion of correctness is often inexact
and difficult to precisely specify [6]. These characteristics
introduce unique challenges for testing, such as the need to
either heavily abstract aspects of physical reality or conduct
extensive real-world field testing.

Many studies have investigated testing practices in soft-
ware development generally [8]–[12]. Several prior studies on

1Max Plank Institute: https://www.cis.mpg.de/robotics/

testing on Cyber-Physical Systems (CPS) [4]–[6], of which
robotic systems may be considered a subcategory [13], do
include certain robotic systems in the larger CPS context
(which includes non-robotics systems like networking systems
or power grids). However, none of these studies focuses specif-
ically on robotics, which are subject to system constraints that
do not apply to CPS broadly (such as a need for autonomy,
route planning, and mobility). Indeed, we are unaware of any
prior published work that has examined testing practices and
challenges in the field of robotics.

Overall, although testing is essential to software develop-
ment [14], the challenges unique to the domain mean that
testing for robotics specifically may pose particular and under-
studied challenges in both research and practice. Although nu-
merous studies have proposed frameworks and algorithms for
testing robotic systems [15]–[20], little attention has been paid
to investigating the challenges of testing in robotics in practice.
This has resulted in a gap in the research community’s ability
to engage with the challenges faced when testing robotics.

In this paper, we address this gap by studying testing
practices and challenges in robotics. We conduct a series of
qualitative interviews with 12 robotics practitioners from 11
robotics companies and institutions. Specifically, we investi-
gate the testing practices that are being used in the field of
robotics, and the challenges faced by roboticists when testing
their systems. We answer the following research questions:

• RQ1: What testing practices are currently being used by
roboticists?

• RQ2: What are the costs and barriers to designing and
writing tests for robotic systems?

• RQ3: What are the costs and barriers to running and
automating tests in robotic systems?

Having a better understanding of the current state of test-
ing in robotics, as well as the problems and concerns of
the robotics community regarding testing of robotic systems,
will guide researchers and practitioners to provide and apply
solutions that can ultimately result in higher-quality robotic
systems. Overall, we make the following contributions:

• We conduct in-depth interviews with 12 robotics practi-
tioners from 11 different robotics companies and institu-
tions, in which we ask about their testing practices and
challenges.

• We identify 12 testing practices used by robotics develop-
ers and test engineers, 4 challenges that they commonly
face when designing testing platforms and writing tests,
and 5 challenges that they face when running and au-

https://www.cis.mpg.de/robotics/


tomating tests.
• We identify and discuss three general themes of chal-

lenges in robotics testing that require attention from
the research community, and provide our overview and
suggestions on those challenges may be tackled.

II. RELATED WORK

Studies on testing in practice benefit both testing profes-
sionals, who can learn from the experiences of others, and re-
searchers, who observe the strengths and weaknesses of these
practices and can contribute to further progress. Qualitative
and quantitative studies can identify gaps in existing research,
and encourage the research community to address those gaps
by directing research efforts towards the identified problems.

A number of studies have investigated software testing prac-
tices broadly, and the associated challenges [8]–[12]. Rune-
son [8] conducted a large-scale survey on unit testing with
19 software companies, and identified unit test definitions,
strengths, and problems. Causevic et al. [9] qualitatively and
quantitatively study practices and preferences on contemporary
aspects of software testing. However, these studies did not
focus on testing challenges in robotics.

Although the results of many studies on CPSs also apply
to robotics, robotics is a subcategory of CPS [13]. For exam-
ple, wireless networks, and smart buildings are cyberphysical
systems that are not robotics systems. Robotics-specific chal-
lenges and constraints are thus not addressed by this type of
work.

Zheng et al. [21] overview verification and validation in
cyberphysical systems. They find significant research gaps in
addressing verification and validation of CPS, and that these
gaps potentially stand in the way of the construction of robust,
reliable and resilient mission-critical CPS. They also find that
developers lack trust in simulators; one of the main research
challenges they identify is integrated simulation.

Seshia et al. [5]. introduce a combination of characteristics
that define the challenges unique to the design automation of
CPSs. Marijan et al. [6] speculate over a range of challenges
involving testing of machine learning based systems. However,
this work does not conduct qualitative or quantitative studies to
confirm their hypotheses. Duan et al. [4] extract 27 challenges
for verification of CPSs by performing a large-scale meta-
analysis on papers published between 2006 to 2018. Even
though they identify verification challenges that the research
community is eager to solve, they do not provide information
on which practices are used by practitioners, and to what extent
the research has been deployed in practice.

Alami et al. [22] study the quality assurance practices of
the Robot Operating System (ROS)2 community by using
qualitative methods such as interviews, virtual ethnography,
and community reach-outs. They learn that implementation
and execution of QA practices in the ROS community are
influenced by social and cultural factors and are constrained
by sustainability and complexity. However, their results only

2https://ros.org

apply to a specific robotics framework and cannot be gener-
alized to non-ROS systems.

Luckcuck et al. [23] systematically survey the state of the
art in formal specification and verification for autonomous
robotics, and identified the challenges of formally specifying
and verifying (autonomous) robotic systems. Their study fo-
cuses on formal specification as a method of quality assurance
and does not provide information regarding other testing
practices within the wider field of robotics.

III. METHODOLOGY

Our goal in this study is to gain an in-depth under-
standing of existing testing practices and challenges within
the robotics industry. Inspired by established guidelines and
previous work [24]–[28], we conducted a series of semi-
structured interviews with robotics practitioners from a diverse
set of companies. We chose to perform interviews because
they are useful instruments for getting the story behind a
participant’s experiences, acquiring in-depth information on
a topic, and soliciting unexpected types of information [29],
[30]. We developed our interview script by performing a series
of iterative pilots.

We recruited our participants through a variety of means.
Our goal was to select participants from a broad range of po-
sitions and to sample across a diversity of industries, company
size, and experience. We recruited our first three participants
using convenience sampling. We recruited the rest of our
participants using snowball sampling and targeted messages
to developers that we found on LinkedIn and Twitter who had
the phrase “robotics engineer” in their profile.

Overall, we interviewed 12 robotics practitioners with a
variety of backgrounds and experiences. This practitioners
represent 11 robotics companies and institutions ranging from
small startups to large multi-national companies. A summary
of the relevant details of the participants of our study is
presented in Table I. After performing the interviews, we
determined that while P5 and P7 work at a company that
is heavily involved in robotics, both of the participants are
focused on non-robotics-related software development, and so
we removed them from our sample moving forward.

Interviews and coding: We conducted semi-structured
interviews that lasted between 30 to 60 minutes over the
phone, using video chat, or conducted face-to-face. We pre-
pared an interview script with detailed questions to provide
insight into our research questions, which we provide as
a supplement to this paper.3 A subset of questions on the
interview script are presented in Table II. However, we only
used the script to guide the interviews. We adjusted interview
questions based on the experience of the participant, to gain a
deeper understanding of their testing practices and challenges.
We took notes on interviewee responses, and recorded the
interviews with participant consent to validate our notes. We
then used a grounded, iterative approach to code our notes.
We first labeled responses based on their relevance to our

3https://doi.org/10.5281/zenodo.3625199
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TABLE I
INTERVIEW PARTICIPANTS, THEIR EXPERIENCE WITH ROBOTICS, THEIR ROLE IN THE COMPANY OR INSTITUTION, TYPE AND SECTOR OF THEIR

COMPANY OR INSTITUTION, AND WHETHER THEIR TESTING PROCESS INCLUDES A DEDICATED QUALITY ASSURANCE TEAM.

Participant Company/Institute
ID Background Years in robotics Role Type Sector QA team?
P1 Software Engineering 6 Developer Startup Mobile Services 8
P2 Electrical Engineering > 10 Principal Engineer Academia Research & Development 8
P3 Embedded Software Engineering 2 Developer Multinational Company Autonomous Vehicle 4
P4 Mechanical & Robotics Engineering 5 Developer Research Lab Agriculture 8
P5 Software Engineering > 10 Test Engineer Multinational Company Industrial Automation 4
P6 Math & Physics > 10 Project Manager Startup Education 8
P7 Experimental Physics 7 Test Engineer Multinational Company Industrial Automation 4
P8 Mechanical Engineering & Math 5 Manager/Engineer Startup Cleaning 8
P9 Computer Science 4 Engineer Robotics contractor Research & Development 4
P10 Computer Science > 10 Research Engineer Academia Industrial Automation 8
P11 Computer Science & Math < 1 Software Engineer Multinational Company Industrial Automation 4
P12 Robotics Engineering > 10 CTO Startup Mobile Services 8

TABLE II
SAMPLE QUESTIONS ON THE INTERVIEW SCRIPT.

Pr
ac

tic
e • What are all the different types of testing you do?

• Can you describe your test running/writing process?
• How much of your testing is done for certification?
• Which types of tests find the most problems?

Te
st

in
g

C
ha

lle
ng

es

• What is difficult about writing tests?
• Have these difficulties ever made you giving up on
writing the tests at all?
• Is there any part of writing tests that is not difficult?
• What types of tests do you have the most
difficulty running?
• In your experience, is there anything that helps with
making it easier to run tests?
• For your tests that are not fully automated, why
are they not?
• What tools/frameworks/techniques do you use
to simplify running tests?
• Do you use simulation?

G
en

er
al

• What do you think is the most important bottleneck
in the way of testing in robotics?
• How do you think the difficulties of testing in
robotics differ from your other experiences in other
software development domains?

research questions. Then, we iteratively coded the notes based
on common themes, discussed the codes and redefined them.
We present these themes in Section IV.

Validation: To validate the results of our study and
conclusions, we sent a full draft of Sections IV- V to our par-
ticipants. We asked participants to inform us of their level of
agreement with our conclusions and to provide their thoughts
on our results. In total, six of the participants responded to our
request. Four responded in total agreement with the results.
The other two participants that responded provided specific
feedback on our interpretation of their responses, and we
incorporated their feedback into the final version of this paper.

IV. RESULTS

In this section, we discuss the results in response to our
research questions. We identify 12 testing practices in use by
roboticists, and 9 challenges for robotics testing.

A. RQ1: Testing practices in robotics

To determine the testing practices that are used in the
robotics industry, we asked our participants to describe their
own testing practices. In total, our participants reported 12
different testing practices, summarized in Table III. Given the
explorative nature of our study, we do not make any claim
about the popularity of the reported practices; rather, we aim to
identify the variety of testing methods that are used in robotics.
Below, we discuss a selection of identified practices, bolded
in Table III, in more detail.

(T1) Field testing: A full system test that happens in
an environment that is similar or identical to the intended
deployment environment can reveal many problems, as a robot
is exposed to real-world scenarios and input. According to our
participants, field testing is a common practice in robotics.
Several of our participants mentioned that they conduct field
testing frequently during both development and testing of
a robot. For example, P9 and P12 both mentioned one or
two-week long field testing events that take place after each
development cycle. P2 stated that they conduct field testing
once or twice a week.

(T2) Logging and playback: Logs that are collected
during the operation of a system contain important information
about system execution for testing, debugging, and develop-
ment of algorithms. Five of our participants reported that they
collect detailed logs during the operation of their systems.
Some use recorded logs for debugging and monitoring. For
example, P9 provided an example where their robot logs
whenever it resets, and they automatically process the logs
to ensure that no unexpected, silent reset took place during
the operation of the robot.

Logs can also be used to playback events and sensor data
(a.k.a. record-and-replay) by feeding input collected from
previous operations (either in the field or in simulation) to a
robot. For example, ROSBAG is a widely-used command-line
tool that records and replays messages for robots built using
ROS.4 P10 and P12, for example, use record-and-replay to

4http://wiki.ros.org/rosbag
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TABLE III
A SUMMARY OF THE TESTING PRACTICES THAT WERE REPORTED BY PARTICIPANTS. PRACTICES IN BOLD ARE DISCUSSED IN MORE DETAIL IN THE TEXT.

ID Title Description Representative quote
T1 Field testing Full-system testing in a real-world environment that

shares similarities with the deployment environment.
“I’m really a proponent of test often, fail often. We do
field testing once or twice a week.” – P2

T2 Logging and playback The use of logged data, collected in the field, for the
purposes of testing, debugging, and development (a.k.a.
record and replay).

“There is an event logger, which will log if something
weird happens. When you do playback, if the test
engineer thinks things are wrong, they can manually say
what went wrong.” – P3

T3 Simulation testing Tests that are executed in a simulated environment that
can be used for both testing and development.

“We do have tests running in simulation. We use Gazebo.
We mostly run planning algorithm tests in there.” – P12

T4 Plan-based testing The practice of planning an adequate sequence of field
tests for validating that the system meets its requirements
given a fixed testing budget (e.g., time, hardware, cost).

“We have oral or written test plan. Test plan is created
in the design review.” – P2

T5 Compliance testing Testing for the purposes of determining whether a
system complies with certain standards.

“Government project prescribes testing. We have several
projects that have gone through certifications.” – P9

T6 Unit testing Small, automated tests for validating individual
code-level software components (i.e., functions).

“For smaller software modules, we do unit testing and
code coverage analysis.” – P12

T7 Performance testing Subjecting a system to various workloads to ensure that
it meets its functional (e.g., localization accuracy) and
non-functional requirements (e.g., timeliness, memory).

“Whenever we release a new version of the system, we
run a system test on it: check that performance on
ground truth data isn’t degraded.” – P4

T8 Hardware testing Testing for the purposes of assessing the quality and
integrity of hardware components prior to software
integration (e.g., testing sensors and cameras).

“We manually check every single robot in the factory
before it’s shipped. We check that firmware is correct,
IO ports are functional.” – P6

T9 Robustness testing Testing the system under extreme boundary conditions
(e.g., a malfunctioning sensor) that are usually
artificially injected to determine the safe operating limits
of the system.

“We do an automated test where the middleware spins
the system up, then runs endurance tests. The
middleware can specify certain commands from system.
This makes there be very little risk in the full system.” –
P9

T10 Regression testing Ensuring that changes to the system (e.g., the addition
of a new feature) do not negatively affect existing
functionality in an unintended way.

“We have an automated system that runs the tests
nightly. We get some false positives. It’s used as
regression testing: looking at changes between old and
new versions.” – P4

T11 Continuous integration The practice of continually and automatically rebuilding
the system and executing some portion of its tests (e.g.,
unit tests) as changes are made.

“It will build three projects and run tests. Since the
builds can take a long time, they push up AWS to build
and test.” – P1

T12 Test maintenance The practice of refactoring and maintaining tests to
eliminate false positives, flakiness and redundancy, and
to reflect changes to the requirements of the system.

“We maintain our tests fairly regularly. On a weekly
level.” – P11

collect test inputs and debug their robots. P2 mentioned using
record-and-replay to develop algorithms for their robots:

We often do not know why robots are making the
choices that they make. By playing back the data in
testing we can see why the robot made the choice it did,
and then tweak the algorithm to see how it changes the
robots behavior.

(T3) Simulation testing: Using simulated environments
(rather than real-world, physical environments) can benefi-
cially reduce the cost of testing and increase the opportunities
for test automation [31], [32]. A recent study by Timperley et
al. [31] suggests that many real-world robotics bugs could have
be reproduced and fixed in simulated environments. However,
few participants reported that they used simulation as part of
their testing process, even though all participants were aware
of the theoretical benefits of simulation. For instance, P12
specifically said:

Our best way to test [algorithmic modules that are very
dependent on input data] is through simulation, but we
don’t. We test in the real-world.

Participants report that simulation is sometimes used as a
tool during development, especially for high-level algorithms
such as planning. P2 mentioned that they use simulation to

create artificial scenarios while developing an algorithm. P9
said that their software team uses simulation to facilitate soft-
ware development before the hardware platform is available.

Although simulation testing provides additional opportuni-
ties for test automation, our participants rarely used simulation
for this purpose. Only P3 mentioned using simulation to some
extent for automated testing:

We have some simulation cluster, so we could setup a
script to run a simulation test automatically.

(T4) Plan-based testing: An outline and objectives for
testing can be specified in advance in order to manage and
guide testing. Test plans can be created based on different
criteria such as formally specified system requirements, and
recently added/modified features. P2, P8, and P9 all create a
system requirements list, which is used to ensure all compo-
nents of the system are covered by the tests. For example, P9
said:

We have a requirements list we edit with our sponsor.
We measure quality of tests against requirements cov-
erage, not code coverage.

However, in P3’s company, developers provide a test plan
and failure criteria to test engineers for newly added or
modified features.



(T5) Compliance testing: In many fields such as elec-
tronics, a certain level of testing is required for the pur-
pose of certification.5 In robotics, there are a number of
standards and certifications in place for sub-fields such as
autonomous vehicles [33]. However, in most sub-fields there
are no standards or mandatory certifications in place. P12
mentioned that they have not done any testing for certification
since they are not required to do so. P10 considers their
work as too experimental to require certification. However,
government agencies or sponsors may enforce standards to
ensure the quality of products (example quote in Table III).
Companies may also voluntarily adapt standards to better test
their systems. For example, P11 mentioned manually verifying
several standards for their robots.

B. RQ2: Challenges of designing and writing tests

We asked our participants to describe the challenges they
face when designing and writing tests for their products.
We identified four common themes of challenges from their
responses, summarized in Table IV. We provide detailed
descriptions for each theme below.

(C1) Unpredictable corner cases: Robots are typically
expected to operate in many different environments and condi-
tions. In most cases, the robotic state space is infinite, since it
interacts with the real world; predicting the exact behavior of
the physical environment is not viable [34], [35]. Attempting
to account for all possible conditions and scenarios when
designing tests is extremely difficult, if not impossible. For
example, a plastic bag flying in front of a self-driving car’s
sensor is a case that may not immediately come to mind when
designing tests. However, these unexpected corner cases are
often the cause of failures [36].

Even though this challenge of a vast input space with
unpredictable corner cases is not specific to robotic systems,
it can be more manageable in non-robotics, software systems.
In software systems (e.g., a web application), well-defined
interfaces control and limit the range of inputs that can be
received from external sources (e.g., users). P12 elaborated:

Software systems need to communicate only within
themselves and you can strongly define the range of
inputs that will come in. When a user is involved, the
range of inputs grows, but it is limited by the range
of inputs that can be produced by the user. When you
have a physical system that needs to interact with the
real world, you need to handle the vast state space and
noise in the real world.

They later shared an example of this problem where the
hardware for their robot was affected by very low temperatures
in the field. At -30°C, some of the hardware started misbehav-
ing and produced unexpected sensor data, which could lead
to poor algorithmic decisions and unexpected behaviors. This
event was something that had not been anticipated before it
was actually witnessed in the field.

5https://compliancetesting.com

(C2) Engineering complexity: The engineering effort
required to prepare all pieces needed for testing a robot can
be extremely high, as these systems can be very complex.
All of our participants unanimously described their systems
as extremely complex. P12 believes that robotics field is far
away from deploying complex systems. They said:

As an industry, we haven’t managed to deploy anything
more complex than a Roomba, which basically operates
using a one-dimensional input.

One aspect of engineering complexity involves the amount
of scaffolding that is required to put the system into a testable
state [3]. For example, P2 and P6 both consider it a challenge
to write tests for incomplete components such as cases where
the hardware of the system has not yet been fully designed or
manufactured. P10 said:

Whenever working with network protocols, I see
whether anyone has already written a protocol. If not,
I’ll start by creating a Wireshark plugin to debug the
protocol before I start working on it.

Another engineering complexity affecting test design is
the specification of test inputs. To design realistic inputs,
roboticists sometimes need to collect data from the real world,
which may be a challenge (e.g., a space rover). For instance,
P4 mentioned the need to collect gigabytes of LIDAR data to
reasonably test a small snippet of code.

Finally, the complexity of the system itself creates a chal-
lenge for roboticists to design and write tests that, as P9 puts
it, “effectively validate all requirements for the system”. P11
finds it difficult to understand what needs to be tested, and
design tests that clearly signal failures and help the developers
to identify the source of failures. They later mentioned that,
based on their experience, writing tests can consume more
time than the actual implementation. P12 believes that writing
tests sometimes requires knowledge about many fields such as
computer science, mathematics, and engineering.

(C3) Culture of testing: Our participants referred to
a culture of not believing in the value of testing in their
company or institute among not only the roboticists, but also
their sponsors and customers. For example, P4 mentioned that
many developers do not see much practical value in unit tests,
even though they theoretically understand the value of having
them. The prevalence of such culture within a community may
result in developers getting discouraged from writing effective
tests. Both P4 and P9 mentioned being under pressure by
their sponsors and clients to deliver the product as quickly as
possible, and being discouraged from spending time on writing
tests.

One of the characteristics of the robotics community is that
it brings together people from many different disciplines (e.g.,
electrical and mechanical engineering). While the diversity of
the community is a driving factor for many great advances in
robotics, it can also introduce challenges. As P11 said:

The world of robotics unites folks from different back-
grounds. Folks from a software background might ob-
serve testing differently from those who aren’t.

https://compliancetesting.com


TABLE IV
A SUMMARY OF THE CHALLENGES OF WRITING AND DESIGNING TESTS FOR ROBOTICS THAT WE IDENTIFIED BASED ON PARTICIPANT RESPONSES.

CHALLENGES IN BOLD ARE DISCUSSED IN MORE DETAIL IN THE TEXT.

ID Title Description Representative quote

C1 Unpredictable corner
cases The challenge of attempting to anticipate and cover for

all possible edge cases within a large (and possibly
unbounded) state space when designing tests.

“We know that the customer is going to do something
really stupid with the robot. It’s hard to imagine what
stupid things some [users] are going to do.” – P8

C2 Engineering
complexity A disproportionate level of engineering effort is required

to build and maintain end-to-end test harnesses for
robotic systems with respect to the benefit of those tests.

“Writing tests for a [ROS] node can be difficult because
you have to have all the workspace built to run your unit
tests.” – P1

C3 Culture of testing The challenge of operating within a culture that places
little value on testing and provides developers with few
incentives to write tests.

“The biggest bottleneck in testing robotics is developers
not wanting to do it.” – P1

C4
Coordination,
collaboration, and
documentation

A lack of proper channels for coordination and
collaboration among multiple teams (especially software
and hardware teams), and a lack of documentation.

“There are so many people working on the same software
stack. Sometimes there will be inconsistency.” – P3

Another cultural aspect of the robotics community that im-
pacts testing practices pertains to the age of the industry and its
associated startup culture that often values rapid prototyping
and development over testing and quality assurance. P10 said:

The robotics community are more focused on making
cool things than software quality and making things
better.

The desire to be first to the market and having the robot
with greatest number of features is often valued more than
the quality and robustness of the robot.

Finally, we observed from the responses of our participants
that there is often a high degree of reliance upon intuition
during testing and development. P2, P4, P6, and P12 all
specifically mentioned their intuition as an important tool for
testing and debugging. For example, P2 said:

Personally, I have an intuition. I think I know what
when something goes wrong.

(C4) Coordination, collaboration, and documentation:
In many robotics companies, significant coordination and
collaboration is required to design meaningful tests for the
system (especially for full system tests). This coordination can
take place between separate development and testing teams, or
between software and hardware teams. For example, both P2
and P3 found it challenging to integrate components developed
by different teams and to coordinate final full-system testing
after integration of software and hardware. A lack of docu-
mentation for third-party components adds further complexity
to writing tests. Many robotic systems consist of third-party
components for which full access to the source code is not
granted. Furthermore, developers are often less familiar with
such components since they did not develop those components
themselves, and as such, they need to refer to documentation
when designing tests involving third-party components. P10
faced this challenge when writing tests involving a third-party
component without any form of documentation.

An additional challenge is that there are very few standards
and guidelines for practitioners to guide their testing. P8 said:

A standard for robotic system testing would be neat. A
process to follow. Like “here’s how you assess a robotic
system”.

The more popular and advanced subfields of robotics (e.g.,
self-driving vehicles) are already beginning to provide stan-
dards and certification [33]. As P10 describes, “some areas of
robotics have very crystalized safety regulations”.

C. RQ3: Challenges of running and automating tests

We asked our participants to describe the challenges they
face when running tests on their systems, and the challenges of
automating their tests. Below, we describe the five challenges,
summarized in Table V, that we extracted from participant
responses.

(C5) Cost and resources: There are several costs in-
volved in running tests for robotics systems. First, conducting
manual field testing can be dangerous and expensive. P10
described an accident where the robotic arm behaved unex-
pectedly, and crashed into the tester on their knee. They further
said:

Once you experience a few accidents [during field
testing], you realize that testing is really dangerous.
If a typical software system like Excel crashes, no-one
dies. For robotics, that certainly isn’t the case.

Second, developers and test teams need to spend many hours
running test scenarios on the robot. The test team of P3’s
company receives tens to hundreds of test requests every day,
but their time and resources (e.g., physical robots) are limited.
Given limited time and resources, developers and testers are
forced to select, prioritize, and minimize tests in order to test
as many changes to the software or requirements as is possible.
Third, it may take a long time to run the tests. P1, P6, P8,
and P9 all find the long running time of tests as one of the
challenges of testing.

Finally, the cost of the equipment and setup required for
running tests may be prohibitively expensive for smaller
companies. P10 said that their robots are so expensive that
they need to be extremely careful when interacting with them.
To be able to design large-scale automated tests for their robot,



TABLE V
SUMMARY OF CHALLENGES IDENTIFIED WHEN ASKING ABOUT RUNNING AND AUTOMATING TESTS FOR ROBOTICS. THE ONES IN BOLD ARE DISCUSSED

IN MORE DETAILS.

ID Title Description Representative quote
C5 Cost and resources The cost of running and automating the tests in terms of

human hours, resources and setup, and running time.
“Full testing is expensive because you have to pay for the
labor for someone to test. If there is downtime for robots,
then there is cost to pay people to wait for the fix.” – P9

C6 Environmental
complexity The inherent difficulties of attempting to account for the

complexities of the real world when simulating, testing,
and reproducing full-system behavior.

“Simulation just doesn’t reflect the real world. It is hard
to find a test environment [for our robot]. Logistics are
also difficult, like how the sunlight affects sensors.” – P2

C7 Lack of oracle The challenge of specifying an oracle that can
automatically distinguish between correct and incorrect
behavior.

“Manual tests are much more open-ended and can be
used to test strange, unexpected behaviors.” – P6

C8 Software and
hardware integration Difficulties that arise when different software and

hardware components of the system are integrated and
tested.

“The specification says something, you implemented it
correctly, the test succeeds, but then when you deploy it
to the actual robot, it fails and you’re confused; turns
out that different things happen when you run on the
real hardware.” – P10

C9 Distrust of simulation A lack of confidence in the accuracy and validity of
results obtained by testing in simulation and synthetic
environments, and a sole reliance on field testing.

“It’s unlikely that bugs found in the field would be found
in simulation testing.” – P4

P8 needs to build a framework that can automatically capture
the state of the robot. P8 believed that it is less expensive for
their company to pay an intern to manually test the robot,
rather than designing a computer vision platform that will
allow them to write automated tests. P1 uses simulation for
running tests, but finds simulation a bottleneck of their testing
practices because of its low speed and the amount of resources
required for running it.

Similarly, automating tests requires significant efforts and
investment that may be considered too expensive in terms
of developer hours and resources. P1 describes automating
tests of specific hardware and network interactions as “too
much work” as they need to use mocks and patches to imitate
other components. P2 and P11 both claim that establishing an
infrastructure for automated testing (via simulation) is very
difficult and expensive. P8 and P9 believe that it is always
possible to hit deeper levels of test automation as long as the
cost is justifiable. For example, P8 said:

There’s a trade-off between cost of automating tests and
number of times that we have to run them. We don’t
need to run some tests very often, so we don’t really
need to automate them.

(C6) Environmental complexity: The intended operating
environment for a robot can be very complex: robots are
embodied within the unpredictable and practically boundless
state of space of reality, and their behavior may be dependent
upon certain physical features (e.g., terrain) and phenomena
(e.g., lighting, weather). Finding a suitable environment for
testing the robot under expected operating conditions (e.g., on
Mars or in the deep ocean) can be challenging: P8 mentioned
that a challenge they face is finding as many qualitatively
different physical locations as they can to test their robot, since
every environment may have characteristics that reveals prob-
lems in their system. However, these environments sometimes
constrain the number and quality of tests that can be run.

The complexity of attempting to model physical reality also

complicates the development of high-fidelity simulators, which
are extremely important for both running and automating
tests [5], [21]. P12 believes that “no simulators currently
exist where the information is even close to the reality, they
are nowhere close to the noise and variability of real-world
data”. P2 and P10 also believe that simulation cannot provide
sufficient fidelity for testing robots in realistic scenarios.

Finally, complexities of the real world can hinder the
reproduction of bugs and certain tests. P6, P11, and P12 have
all faced the challenge of reproducing bugs they discovered in
the field. P12 used the term Heisenbugs [37] to describe these
bugs that will only manifest when you are not looking for
them. P11 believes that, even though record and replay has
many benefits, it is not ultimate solution to reproducibility
since you need to make sure that the replayed state is true to
the world (e.g., with respect to timestamps and orderings).

Record and replay was reported as a popular approach for
dealing with the challenges of testing systems with complex
environments (discussed in Section IV-A). Sensor data is
recorded in the field and then replayed for testing purposes.
This approach has advantages, in that it uses real data and it
is often easier to collect data than to synthetically create large
volumes of data. However, there are also significant limitations
to this approach. Without enough varied data, developers can
run the risk of overfitting their approach to the recorded data,
which might not represent the true variety of environments
the robot will operate in. Additionally, because of the non-
interactive nature of record-and-replay, it cannot be used for
testing scenarios where there must be a feedback loop between
the robot and the environment. P11 said:

Simulators are expensive, especially if you have to write
your own. The more you are trying to test interactions
with the physical world, the more value you will see in
simulation. If there is less interaction, then record and
replay is preferable.



(C7) Lack of oracle: The well-known oracle problem
concerns how to distinguish whether a given system behavior
is correct or incorrect [38]. Fully automated tests require an
oracle that can automatically determine the correctness of
system behavior. Because of the noisy and non-deterministic
nature of robotic systems, it is difficult to discretely specify
the exact behavior that is intended [39]. For example, consider
that a robot is instructed to move to a given position, but that
the robot stops 5 centimeters away from the exact coordinates
of its destination. Should such an outcome be deemed faulty
or acceptable? In any case, due to inherently noisy sensing
and actuation, the robot is highly unlikely to reach the exact
intended position or to determine whether that position has
been reached. Both P4 and P6 find specifying automated
oracles challenging.

Furthermore, as explained by P4, in some cases, collecting
data for the ground truth is either impossible or extremely ex-
pensive. P4 provided an example where a camera responsible
for measuring the relative motion between two vehicles was
under test. To validate the correctness of data provided by this
camera, they needed a second method of measuring relative
motion between the vehicles to act as the ground truth. The
equipment and setup required to reach this ground truth turned
out to be extremely expensive.

Following challenges described in C1, the vast space of
inputs and corner cases makes it difficult to cleanly dis-
criminate between correct-but-unusual and incorrect behaviors.
P12 described this difficulty of defining suitable oracles for
automated testing as “difficult to differentiate between bad
behavior and correct, but strange behavior that is produced
by unexpected inputs”.

(C8) Software and hardware integration: Robotic sys-
tems consist of software and hardware components [2], [7].
When asked about the most important feature of robotic
systems that complicates testing, P1 responded with “robotic
hardware”. P2 said:

Robotics as a field is all about integration. Robotics is
where hardware, software, and the world come together.

To better understand the differences of a system with and
without hardware components, let us present a quote from P9:

At the full hardware level, we see hardware that is flaky,
like not assembling the cooling properly. In parts of
robotics, you are writing multiple pieces of software,
and you are running on specialized hardware, which
might be optimized for performance, so there are extra
concerns beyond traditional testing practices.

The integration of components into a system can create
unique testing challenges. P8 shared that even when software
and hardware parts work properly in isolation, they frequently
break once the software is ran on physical hardware. In P9’s
opinion, developing a robotic system resembles developing
many software and hardware systems all together (e.g., sens-
ing, planning, and manipulation), and the simplest robot is at
least three subsystems. Even though these subsystems work in
isolation, unexpected failure modes are observed when they are

combined. P3, P6, and P10 all faced confusion and challenges
while running tests after integration of software and hardware
components. P12 provided an interesting example of being
limited by the battery on the robot after integrating software
and hardware but not needing to worry about such problems
when solely testing the software.

(C9) Distrust of simulation: Simulation-based testing
appears to be a promising approach to the challenge of test
automation within the field of robotics [5], [21]. In the absence
of simulation, full-system tests need to be executed on the
real-world hardware in a real, physical environment, which
significantly constrains the possibilities for test automation
(e.g., regulations applied to testing autonomous vehicles on
public roads).

Despite being aware of the theoretical value in using sim-
ulation to automate parts of the system testing process, many
of our participants reported that they distrust the accuracy and
validity of simulated operations. P2, P4, P8, P10, and P12 all
believe the fidelity of simulation is not sufficiently high for
testing and that running tests on the actual robot is the only
way to test the system. For example, P2 said:

We mostly do field testing. That’s what really affects
what happens. The robot gets lots of impact from the
environment. Simulation just doesn’t reflect the real
world.

The lack of trust in synthetic results discourages developers
from using software-based simulation as part of their test
automation. In part, this could stem from the perceptions that
our participants shared with us that many simulation tools are
difficult to use and are more hassle than they are worth. For
example, P10 mentioned that they could extend the simulator
to be more faithful to the real world, but it is not worth the
amount of time and effort to do that when they can just test
on the real robot. P8 said:

I have more bodies that can test the hardware. I don’t
have time to build a Gazebo [plugin]. Getting the
cameras to work properly in simulation is difficult.

However, in some areas of robotics, notably self-driving
cars, significant investments have been made in improving
simulation [40]–[42]. P2 shared their opinion on this matter:

Robotics operates in such a variety of domains that
developing high fidelity simulators is very difficult and
for the most part do not exist today. However, if they did
exist (and people trusted their fidelity) I think people
would use them.

V. INTERPRETATION AND DISCUSSION

In Section IV, we identified 12 testing practices used by
robotics companies, and 9 challenges that roboticists face
when designing, running, and automating tests. In this section,
we identify 3 major themes among the identified challenges.
We support these themes by showing quotes from our par-
ticipants, and later speculate on the implications of each
theme and provide suggestions for tackling their associated
challenges. Figure 1 describes the association between each of



Real-world Community & Component
ID Title complexities standards integration
C1 Unpredictable corner cases •
C2 Engineering complexity • •
C3 Culture of testing •
C4 Coordination, collaboration, and documentation •
C5 Cost and resources • • •
C6 Environmental complexity •
C7 Lack of oracle • •
C8 Software and hardware integration •
C9 Distrust of simulation •

Fig. 1. For each theme, we indicate the challenges that support that theme.

the three themes and the challenges of testing robotic systems
that participants reported.

Real-world complexities: By definition, robotic systems
interact with the real world. This feature results in one of
the major differences between robotic systems and traditional
software systems. Interaction with complex, real-world envi-
ronments is one of the most prominent challenges of testing
robots that we observed in our interviews, and as P8 said:

Very little of the work on testing takes into account the
physical aspects of the problem.

The complexities of the real world contribute to C1 and C2
as the large input space results in unpredictable corner cases
and engineering complexity of specifying test inputs, and adds
more complications to defining oracles discussed in C7. C6
and C9 are both impacted by real-world complexities as it is
too difficult to make an abstraction of the environment, and
testing in physical environments requires more resources (C5).

One way to attempt to simplify the complexities of the
real world for the purposes of testing is simulation. However,
developers still encounter many barriers when they attempt
to use simulation [43]. As pointed out by our participants,
simulators sometimes abstract away too many nuances of the
real-world, and so developers do not feel comfortable relying
on them. In other cases, our participants responded that they
feel that simulators are excessively complex to deploy, and
since simulators often do not provide tools to manage that
complexity, developers choose not to use them.

Other techniques that may be brought to bear on the chal-
lenges that arise from the interaction between robotic systems
and the real world include record and replay, model checking,
and formal specification [3], [44]–[49]. As mentioned in C6,
record and replay is a popular approach for dealing with
the challenges of testing systems with complex environments.
However, it is only a partial solution, because of its non-
interactive nature. Model checking and formal specification are
other solutions proposed to decrease reliance on simulators for
automated testing by abstracting away the complexities of the
real-world [23], [50]–[55]. However, these systems are limited
to specific types of systems, and, based on our study, have not
yet been generally adopted in practice.

Furthermore, devising suitable oracles for full-system test-
ing can quickly become an overwhelming task, as described in
C7. To test their system, a developer may need to provide an
oracle for several interrelated subsystems, all of which provide
complex data. This can quickly become an overwhelming
challenge. We believe that addressing this challenge of defin-
ing oracles for robotic systems requires the development of
novel methods and techniques by the software engineering
and robotics communities. In recent years, a number of studies
have taken important steps towards tackling this problem [39],
[56]–[58].

As a way of approaching the oracle problem for CPSs,
studies have used metamorphic testing to observe the relations
between the inputs and outputs of multiple executions of a
CPS [55], [59], [60]. Even though metamorphic testing is a
promising approach towards the oracle problem for cyberphys-
ical and robotic systems, it requires identifying and proving
metamorphic relations in the system [61].

We believe that the design and development of higher-
fidelity simulators with better user interfaces and APIs may
lead to a wider adoption of automated simulation testing. How-
ever, in absence of such simulators, the research community
should develop novel tools and techniques for achieving test
automation.

Community and standards: Not all barriers to testing
robotic systems are a result of technical issues. Another
important theme of challenges we encountered are challenges
that stem from community and standards. From our study, we
learned that the robotics community is diverse and that people
from different backgrounds may value testing and validation
differently (C3). Many robotics practitioners are not familiar
with methods of software testing (e.g., robustness testing and
performance testing), and need guidelines to assist them in
deploying testing practices (C4). With notable exceptions (e.g.,
industrial automation), the robotics industry is relatively young
and immature, and the value of being the first to the market
often outvalues the safety and quality of the system (C5).

Standards create an advantage for robotics companies by
approving the product quality to the customers, and increasing
the business value of testing. In our study, we found that
robotics companies sometimes have standards from other



industries that they can apply to certain domain-specific parts
of their system, such as IEC standards from the vacuum
industry for how many particles a vacuum should pick up [62].
However, for the robotics part of the system, there are often no
standards or guidelines. A number of standards have already
been introduced for sub-domains of robotics such as self-
driving cars [33], [53], taking steps towards the right direction.
However, we believe that more general-purpose guidelines and
standards should be implemented to guide robotics developers,
similar to those provided to other industries by UL or ISO [63],
[64].

Component integration: The third factor that compli-
cates testing in robotic systems is the challenge of testing
integrated hardware and software systems. In addition to C8,
which is directly associated with this theme, integration of
components contributes to C2, C5, and C7 as it increases the
complexity of the system, the cost associated with testing, and
introduces complications when defining oracles.

Some of the hardware and software challenges are similar
to those found in embedded systems: timing, power consump-
tion, memory allocation, and architecture [65]. However, in
comparison to embedded systems, robotics hardware is often
much more expensive and complex.

In many cases, the considerable expense of manufacturing
robotic systems can limit the availability of hardware for
testing. While embedded systems are often small, low-power
devices with a fixed form and function, robots are often more
of an extendible platform upon which physical components
(i.e., sensors and actuators) can be added and removed
over time. We believe that the development of tools and
practices for testing robots in a more controlled fashion (e.g.,
hardware-in-the-loop testing [66]) may reduce the costs and
risks associated with field testing on expensive hardware.

We believe that these three themes best describe the major
challenges of robotics testing. Although partial solutions exist
for some of these challenges [15], [16], [20], [39], [56], [67],
in theory, the applicability and effectiveness of those solutions
in practice remains unstudied and unclear. We observed that
testing practices that are not represented by these themes,
such as unit testing, continuous integration, and plan-based
testing, were adopted by most of our participants. We also
observe that the level of associated tooling and support for
a given practice influences the uptake of that practice among
robotics developers. For example, continuous integration is a
practice that is well supported by tools and has been adopted
by many of our participants. Logging and playback is also
extremely popular among our participants. One reason behind
this popularity could be the well-established tools and support
around them, even though logging and playback still face
challenges such as C1. In contrast, simulation testing and
robustness testing are rarely adopted by our participants, as
supporting tools and infrastructure have not been properly
established yet.

VI. THREATS TO VALIDITY

Replicability Can others replicate our results? In general,
qualitative studies can be difficult to replicate. We address
this threat by making our interview script available on our
companion site.6 We cannot publish the interview transcripts
because we promised our subjects that we would preserve their
anonymity.

Construct Are we asking the right question? We used semi-
structured interviews [30] to explore themes while also letting
participants bring up new ideas throughout the interview. By
allowing participants the freedom to bring up topics, we avoid
biasing the interviews with our preconceived understanding of
testing in robotics.

Internal Did we skew the accuracy of our results with
how we collected and analyzed the information? Interviews
can be affected by intentional or unintentional bias. To mit-
igate this concern, we followed established guidelines from
literature [68], both designing and performing our interviews.
Additionally, we ran a series of iterative pilots with robotics
engineers, which we did not consider as data for the purposes
of this work, but helped us shape a productive interview.

External Do our results generalize? Because there is a lot
that is not known about testing in robotics, in this work we
decided to prioritize depth over breadth. While our interviews
did generate very rich data for us to analyze, we cannot make
broad claims about how prevalent these practices are across
the industry. To mitigate this threat, we constructed a sample
with a specific eye for breadth, interviewing participants across
a wide range of companies, sizes, and sectors.

VII. CONCLUSION

In this paper, we studied robotics testing practices and
challenges by conducting a qualitative study with 12 robotics
practitioners from 11 different robotics companies. We identi-
fied 12 testing practices mentioned by roboticists in practice,
and 9 challenges they face while testing their systems. We
identified three main themes of challenges that impact testing
practices in the field of robotics: real-world complexities,
community and standards, and component integration. We
believe that there is a gap in robotics testing and that the
research community should focus on these three major themes
of challenges to address the challenges of robotics testing and
to develop the next generation of quality assurance techniques
for robotic systems.
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